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Audience

In the first part of this guide, we saw how to physically install Nvidia GRID cards with graphics processing units
(GPU) in compatible server hardware. Part 1 also discusses how to enable GPU pass-through in XenServer and
test that it is working in the VM. In this part, we list the steps necessary to enable shared GPU acceleration for
3D applications using Citrix XenDesktop 7 Apps on VMware vSphere. VMware calls this virtual Dedicated
Graphics Acceleration (vDGA).

This guide walks through the following topics:
e Configuration of GPU acceleration on the hypervisors —vSphere 5.1
e Install, configure and assign GPU to a XenDesktop 7 WIindows Server VM
e Verify 3D applications are using the GPU
e Install and publish 3D applications and hosted shared desktop(s) using Desktop Studio
e Access 3D applications from Citrix Receiver on any device

It is assumed that the reader has good knowledge of networking, virtualization, server hardware, and Windows
administration. Familiarity with Citrix and Nvidia products is recommended but not essential to complete these
steps. Please see the resources section for more information.

Related Documents in this Series

Part 1: XenServer GPU pass-through for Citrix XenDesktop 7 (includes, physical installation of GPU cards)
Part 2: vSphere GPU pass-through (a.k.a vDGA) for Citrix XenDesktop 7

Part 3: XenServer GPU virtualization (a.k.a vGPU) for Citrix XenDesktop 7

Part 4: vSphere shared GPU (a.k.a vSGA) for Citrix XenDesktop 7

About the Authors
Pushpal Ray and Mayunk Jain in the Technical Marketing team of Citrix XenDesktop produced this guide.

Pushpal (@pushpalray) is a Technical Marketing Engineer with over 10 years experience in 3D graphics,
infrastructure management, and virtualization. Mayunk (@mayunkj) is responsible for competitive marketing,
technical demos, and sales enablement for the desktop and cloud solutions at Citrix.



Lab Environment

Graphical Processing Unit (GPU)

NVIDIA GRID K1 (K1 and K2 Specs)

Server hardware

Dell R720 (PowerEdge R720 Technical Guide)

GPU Installation Kit

e Power Cables (2 — Internal for GPU)
e Heat Sink

Storage

Local/ NFS

Hypervisor(s)

VMware ESXi 5.1.0 build 838463
XenServer 6.2.0-rc4 build 69934c

NVIDIA GPU driver

320.00 (GRID K1)

Guest OS

Windows Server 2008 R2 Standard Service Pack 1
Windows 7 Service Pack 1

Go to Control Panel 2 Add/Remove Programs and ensure the following components are updated on your
target virtual machine before you begin the 3D optimization process.

Hypervisor Tools (latest)

VMware Tools
XenServer Tools

Windows Applications

Adobe Flash Player

Adobe Reader

Java Plugin

Microsoft .NET Framework 4 (latest)

GPU statistics (free third-party utilities)

TechPowerUp GPU-Z
OpenGL Viewer

The process for enabling 3D acceleration for shared user-sessions is quite similar with certain customizations
for each hypervisor. Figure 1 and Figure 2 shows the difference between Citrix and VMware implementation of

GPU pass-through.




/ Windows Server@ \ / Windows Server@ \

g % o b 4 =
S Lt D 3 i S
a o S 2 8 o 2 “
3 5 & 3 5 o E
,\; < = f\,:; < -
- < - a < =

XenDesktop Virtual Delivery Agent 3 XenDesktop Virtual Delivery Agent 3
\ NVIDIA Driver k NVIDIA Driver

Citrix XenServer @ VMware vSphere @

r—

NVIDIA GRID GPU

|

Figure 1 Apps sharing GPU on XenServer | Figure 2 Apps sharing GPU on vSphere (vDGA)
Legend

Operating system Windows Server is a multi-user OS, while Windows Desktop is a single-user OS

(0S) type

User-sessions Each application is running in its own user-session, within the same OS instance

Delivery Agent The Citrix software that enables connections between end-users and the published
applications

Hypervisor This is the platform to virtualize the applications, and enable sharing of resources such as GPU

GPU card GRID architecture is the next-generation hardware from Nvidia that supports multiple GPU
cards on a single board, and has been designed to work with virtualized workloads.

Graphics driver Renders the graphics commands from the 3D applications to the display.

Graphics In the case of GPU-pass-through or vDGA, the virtual machine has direct and full access to the

Virtualization type | underlying GPU hardware.




VMware: Virtual Dedicated Graphics Acceleration (vDGA)

Source: VMware Horizon View Graphics Acceleration Deployment Guide [PDF]

As seen in Figure 2 above, enabling vDGA on VMware vSphere allows VM full and direct access to the underlying
GPU hardware. We will enable vDGA (also called GPU pass-through) for a Windows Server virtual machine that
will host the 3D applications to be delivered using XenDesktop 7.

To configure an ESXi host with only a single GPU, first find the PCI ID of the graphics device by running the

following command:

~ # Ispci | grep -i display

00:07:00.0 Display controller: nVidia Corporation GK107 [VGX K1]
00:08:00.0 Display controller: nVidia Corporation GK107 [VGX K1]
00:09:00.0 Display controller: nVidia Corporation GK107 [VGX K1]
00:0a:00.0 Display controller: nVidia Corporation GK107 [VGX K1]
00:10:00.0 Display controller: Matrox Electronics Systems Ltd. G200eR2
~ #

00:07:00.0 isthe PCI ID of the graphics card.

Confirm Successful Installation

To check if the Graphics Adapter has been installed correctly, run the following command on the ESXi host. In
case of GRID K1, it shows the 4 GPU cards available on the single board

~ # esxcli hardware pci list -c 0x0300 -m OxFff

See the Appendix for detailed command output.

VMware vSphere vDGA Configuration

This section takes you through enabling GPU pass-through at the host level and preparing the virtual machines
for 3D rendering.

Enable the Host for GPU Pass-through

To enable an ESXi host for GPU pass-through, follow the documented checks and steps in the following section.

(Optional Step) Check VT-d or AMD IOMMU Is Enabled
[Note: This step is only required when the server hardware is new and hypervisor is not yet installed.]

Before pass-through can be enabled, check if VT-d or AMD IOMMU is enabled on the host by running the
following command, either via SSH or on the console. (Note: replace <module_name> with the name of the
module: vtddmar for Intel, AMDiommu for AMD).

# esxcfg-module —1 | grep <module_name>



If above does not give any output, then browse to the below location to verify either viddmar or AMDiommu is
listed depending on your server hardware.

/Jusr/lib/vmware/vmkmod # Is

AMDIommu
aacraid
adp94xx
ahci

filedriver
fnic
forcedeth
hbr_filter

megaraid_mbox
megaraid_sas
migrate
mpt2sas

If the appropriate module is not present, you might have to enable it in the BIOS, or your hardware might not

be capable of providing PCl passthrough.

Processor 64-bit Support

System BIOS
System BIOS Settings « Processor Settings
Logical Processor ® © Disebled
QP! Speed [Mepimum data rate [7]
Alternate RTID {Requestor Transaction ID) Setting -+~ ¢ Engbled @ Disabled
[ Virtualization Technology @ Enabled © Disabled ]
Adﬁcm[ cad-le Lme Prefetd-l ....................................................... @ Em O D|5mbd
Hardware Prefetcher @ Enabled O Disabled
DCU Streamer Prefetcher @ Enabled © Disabled
DCUIP Prefetcher @ Enabled © Disabled
Execute Disable @ Enabled O Disabled
Logical Processor Iding O Enabled @ Disabled
Nurrber of Cores per Processor - Al i

Yes

Each processor core supports up to two logical processors. VWhen this field is set to Enabled (the
default), the BIOS reports alllogical processors. VWhen set to Disabled, the BIOS only reports one

Intel Virtualization Technology

[Enabled]

BIOS check for AMD-V on a Dell
R720 server

BIOS check for Intel-VT on a
Supermicro server




Enable Device Pass-through

Using the vSphere Client, connect to VMware vCenter and select the host with the GPU card installed.

10.105.151.14 ¥YMware ESXi, 5.1.0, 838463

Summary | Virtual Machines

Resource Allocation

Hardware

Processors
Memory

Storage
Networking
Storage Adapters

&

Network Adapters

Advanced Settings
Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Power Management

virtual Machine Startup/Shutdown
virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

Performance

Configuration

DirectPath 1/0 Configuration

Tasks & Events

| Alarms

! Permissions

[ Maps | Storage Views

Hardware Status

j,  Warning: Configuring host hardware without special virtualization features For virtual machine passthrough will make it unavailable for use except via dedicating it to
£ 3 single virtual machine. In particular, configuring a device needed for normal host baot or operation can make normal host boot impossible and may require
significant effort to undo. See the online help for more information.

Each listed device is available for direct access by the virtual machines on this host.

Hide Details Refresh  Configure Passthrough...

L4 Mo devices currently enabled for passthrough

Device Details
Device Name
jo
Device ID
Vendor ID
Function
Bus

10.105.151.14 ¥Mware ESXi, 5.1.0, 838463

Performance

Hardware

Processors
Merory

Storage
Metworking
Storage Adapters
Metwork Adapters

Power Management

Advanced Settings

Vendor Name
Class ID
Subdevice ID
Subvendor ID
Slat

Configuration

DirectPath 1/0 Configuration

4 Warning: Configuring host hardware without spec
£ asingle virtual machine. In particular, configuring
significant effort to undo. See the online help for 1

Select the
Configuration tab for
the host.

Note: If the host
already has devices
enabled for
passthrough, these
devices will be listed
here.

Each listed device is available for direct access by the vi

I Software
I

-4 No devices currently enabled for passthrough

Click Advanced
Settings (in the top
left Hardware
section).

Hide Details Refresh CConfigure Passthrough. .,

To configure
passthrough for the
GPU, click Configure
Passthrough.




() Mark devices for passthrough | X| In the Mark Devices

Mark devices for passthrough: Hide Details for Passthrou g h
- [JF& 01:00.0 | Broadcom Corporation MetXtreme BCMS720 Gigabit Ethernet [vmr :I window, check the
O 01:00.1 | Broadcom Corporation MetXtreme BCMS720 Gigabit Ethernet box that corresponds

=& 00:01.0| Intel Corporation Xeon ES{Core i7 110 PCI Express Root Port 1a
E-l- Dlﬂ 02:00.0 | Broadcom Corporation NetXtreme BCMS720 Gigabit Ethernet FO the GP_U adapter
O 02:00.1 | Broadcom Corporation MNetXtreme BCMS720 Gigabit Ethernet installed in the host.
D DIEI 00:02.2 | Intel Corporation Xeon ES{Core i7 IIO PCI Express Root Port 2c

: Dlﬂ 03:00.0 | LSI { Symbios Logic Dell PERC H710 Mini [vmhba1]

=) DIEI 00:03.0 | Intel Corporation Xeon ESfCore i7 IIO PCI Express Roat Port 3a in PC] .
=-[JIE 05:00.0 | Unknown PCI{PCI bridge Warning:

= E]IEI 06:08.0 | Unknown PCI/PCI bridge The device has a

Dlﬂ 07:00.0 | NVIDIA Corporation GK107 [YGX K1] dependent device. The

= [][EI 06:09.0 | Unknown PCI{PCI bridge . .
EEl na:nn 0| RWTINTA Carnaration GK107 TEY K11 dependent device will

Mark device as passthrough B3 also be marked as

You’'ll receive a

passthrough enabled
This device has a dependent device. The dependent device will || a utomatica/ly!
&[] L also be marked as passthrough enabled automatically!
S} = You may ignore the
<] »_I_I warning message and
Devic click OK

I This device is passthrough capable but not running in passthrough mode

Device Name C600[X79 series ch... Vendor Name Intel Corporation
__ 1D nN:1a.0 Class ID N3
[*Mark devices for passthrough [ X | In the Mark Devices
Mark devices for passthrough: Hide Details

for Passthrough
window, check the

O 02:00.0 | Broadcom Corporation NetXtreme BCMS720 Gigabit Ethernet :I
D]ﬂ 02:00.1 | Broadcom Corporation MNetXtreme BCMS720 Gigabit Ethernet

=-[JE 00:02.2 | Intel Corporation Xeon ES{Core i7 110 PCI Express Root Port 2c box that CorreSpondS
D]ﬂ 03:00.0 | LSI } Symbios Logic Dell PERC H710 Mini [vmhba1]
=[]/ 00:03.0 | Intel Corporation Xeon ES{Core i7 10 PCI Express Raot Port 3a in PC) to the GPU adapter

| DLEI 05:00.0 | Unknown PCLPCI bridge installed in the host.
|k 06:08.0 [ Unknown PCIJPCI bridge

[ [07:00.0 | NVIDIA Corporation GK107 [VGXK1] |
=+ .[E 06:09.0 | Unknown PCIJPCI bridge Click OK
lﬂ 08:00.0 | NVIDIA Corporation GK107 [YGX K1]
= [E| 06:10.0 | Unknown PCIJPCI bridge
: & 09:00.0 | NYIDIA Corporation GK107 [¥GX K1]
=] [E| 06:11.0 | Unknown PCIJPCI bridge
4 0a:00.0 | NVIDIA Corporation GK107 [YGX K1]
= E]IE 00:1c.7 | Intel Corporation C600/X79 series chipset PCI Express Root Port 8
B DIE] 0d:00.0 | Renesas Technology Corp. SH7757 PCle Switch [PS]
= [:][E 0e:00.0 | Renesas Technology Corp. SH7757 PCle Switch [PS]
= DIEI 0f:00.0 | Renesas Technology Corp. SH7757 PCle-PCI Bridge [PPE]
D]ﬂ 10:00.0 | Matrox Electronics Systems Ltd. G200eR2 =

«| | Ll—

Device Details

= This device is passthrough capable but not running in passthrough mode

Nauica hlama CVI07 TUeEY v1] Manday Marma RIUTOTA ¢~ Fi




Each listed device is available for direct access by the virtual machines on this host.

Hide Details

Refresh

The GPU should now
be listed in the

Edit...

T-2 [07:00.0 | NVIDIA Corporation GK107 [VGX K11 |
1F2 08:00.0 | NVIDIA Corporation GK107 [¥GX K1]
[F3 09:00.0 | NVIDIA Corporation GK107 [¥GX K1]
R 0a:00.0 | NYIDIA Corporation GK107 [VGX K1]

Device Details
]E% This device is running in passthrough mode
Device Name GK107 [VGX K1]
(o] 07:00.0
Device ID FF2
vendor ID 10DE
Function 1)
Bus 7

Vendor Mame MNVIDIA Corporation

Class ID

300

Subdevice ID 99D
Subvendor ID 10DE
Slot

Window on the
Advanced Settings

page.

Each listed device is available for direct access by the virtual machines on this host.

Hide Details

Refresh

If the device icon is

i green, passthrough is

2| 07:00.0 | NVIDIA Corporation GK107 [¥GX K1] ||
IF3 08:00.0 | NVIDIA Corporation GK107 [VGX K1]
IF3 09:00.0 | NVIDIA Corporation GK107 [¥GX K1]
]}% 0a:00.0 | NYIDIA Corporation GK107 [YGX Kl])

Device Details
U»% This device is running in passthrough mode
Device Name GK107 [YGX K1]
(] 07:00.0
Device ID FF2
Yendor 1D 10DE
Function 0
Bus 7

Yendor Name MNVIDIA Corporation

Class ID

300

Subdevice ID 99D
Subvendor ID 10DE
Slot

enabled.

Each listed device is available for direct access by the virtual machines on this host,

& Changes made to some of the devices below will not take effect until the host is restarted.

N

Hide Details

Refresh

If the device has an
orange arrow

Edit... disp|ayed on the icon,

Ti& 07:00.0 | NVIDIA Corporation GK107 [VGX K1]
IF8 08:00.0 | NVIDIA Corporation GK107 [¥GX K1]
IF8 09:00.0 | NVIDIA Corporation GK107 [¥GX K1]
l@ 0a:00.0 | NVIDIA Corporation GK107 [VGX K1]

Device Details

l@ This device needs host reboot to start running in passthrough mode

Device Name GK107 [YGX K1]
(o] 07:00.0

Device ID FFz

Vendor ID 10DE

Function 0

Bus 7

Yendor Name MNVIDIA Corporation

Class ID

300

Subdevice ID 99D
Subvendor ID 10DE
Slot

the host needs to be
rebooted before
passthrough will
function.

Enable the Virtual Machine for GPU Pass-through

To enable a virtual machine for GPU pass-through, follow the documented checks and steps in the following

section.

Update to Hardware Version 9

You must upgrade all 3D virtual machines to Hardware version 9 (HWv9 shows as vmx-09) to ensure maximum

compatibility.

() w7vsi - Yirtual Machine Properties B

Hardware IOptions | Resources | Profiles I vServicesI

™ Show &ll Devices Add... I Remoyve I

Hardware | Summary
W Memnry 2048 MR

|
\

Memory Configuration

1011 GB,
512 GB

H

Virtual Machine Version: 8

0| X

Memory Size: I 23: I GB 'I

. Maximum recommended For this

Pre Virtual Hardware upgrade:
Virtual Machine Version is 8




AT i VP2 JYNTSYS GTSYSN

%[w—? Power » From vCenter:

wi
& win Guest » - Right-click the virtual
10.1 .
- 2 napshot ' machine to be upgraded
& P open Console )
& vies L - Select Upgrade Virtual
G vief (%  Edit Settings... b 4
& vie B migrate... L Hardware
g er‘l Uparade Yirtual Hardware |

viey
& win &5 Clone...
G XDy Template >

This operation will cause the virtual hardware your guest
! . operating system runs on to change. It is an irreversible operation
N that will make your virtual machine incompatible with earlier
versions of YMware software products. It is strongly
recommended that you make a backup copy of your disks before
proceeding.

Are you sure you want to upgrade your configuration?

Yes Mo

Upgrade Warning

The virtual hardware version
upgrade is an irreversible
process. You may ignore this
message.

o/ x]

() XDW2K8 - Yirtual Machine Properties
Virtual Machine Yersion: vmx-09

Hardware |0ptions | Resources | Profilesl vServices |

Memory Configuration

Post Virtual Hardware upgrade:
Virtual Machine Version is vmx-

™ Show All Devices Add... | Remoye | 09
1011 6B Memory Size: 12 3: GBE ¥
I Hardware | Summary [ 51268
P ovien i dad Far bhic

Reserve All Configured Memory

For vDGA to function, all the virtual machine configured memory must be reserved. If each virtual

machine has 2GB of memory allocated, you should reserve all 2GB. To do this:

=1olx|

Virtual Machine Yersion: vmx-09

= xDW2K8 - virtual Machine Properties

. Hardware I Options Resources lProfiIesI vServices I

i | Settings | Summary | —Resource Allocation
I CPU 0MHz
|| Memory 12268 MB (Alllock... | €Y Reserve all guest memory (Al locked
I
| Disk MNormal

Advanced CPU HT Sharing: Any Shares: [r"J':"m‘jl 7] I 1

Advanced Memory NUMA MNodes: 2 RS — [

FaN
Limit:
¥ | Unlimited
A\ Limit based on parent resource pool or current host

Select the Reserve all guest
memory option when you
view the Memory option
under the Resources tab in a
virtual machine’s settings
window.

By default, memory of VMs are
unreserved i.e. Reserver all
guest memory check-box is
unchecked.

Adjust pciHole.start

Note: This is required only if the virtual machine has more than 2GB of configured memory. Before you start,

ensure that the virtual machine is shut down completely.




Storage + | Status

Drive Type

(1.9

b3l ESENFS @ Blaveal Linl

Browse Datastore. ..

d 0000

Alarm >

Network

@ VM Networ Assign User-Defined Storage Capability. ..

4 I Rename

-] Unmount

EIEANAEEEY Open in Mew Window... Chrl+Alt+M
Refresh

M Storage Profilg

rofiles Compliang Copy to Clipboard Chl+C

From vCenter:
Browse to the datastore where the
VM resides.

Right-click the datastore = Select
Browse Datastore...

(%) Datastore Browser - [ESXNFS]

S

8 8 @ X @

Folders | search | [ESXNFS] XDW2K8
) win764bitProf-POC1-baseDic a | | | Name ’ Si
{) win7e4bitProf-POC-baseDisk [ xowezks.vmxf 0.25
{) replica-67ed17ef-5003-45fc- [] xowaKa.vmsd 0.38
£ viewdid3 G ®DW2KE.vmx 257
@ vfewdfc!z @ YDW2KE.nvra Add to Inventory b
@ viewdicil = Go to Folde E
ﬁ . - 4 XDW2K8-Snag e Y4
viewdiciS
£ viewdici4 U] vmware-1log Cut 8
) win732bit il vmware-4.log Copy i
) Teradici Arch RDS 1] vmware.log R 56
{) Teradici Arch PColP Connect i] vmware-2.log B0
g xOw? U vmware-3.log Inflate 87
View Controller _
7 fa XDW2KE-000 Download... | .
[ xowaxs @= XDW2KS.ymdl 0
@ %A RDS2012-baseDisk-datas ! Move to... i
ﬁ replica-bBBF1313-3908-462(: Rename
| | _'l— «| Mew Folder |
1 object selected 2.57 KB Delete from Disk

() Datastore Browser - [ESXNFS]

On the left panel:

Highlight the VM folder in the
datastore

On the right panel:

Right-click the .vmx file of the VM
Select Download... and Save it to your
local machine.

Open the file using WordPad

Add the following parameter to
the .vmx file of the virtual machine
(you can add this at the end of the
file):

pciHole.start = “2048”

This can also be done using ESX CLI or
vSphereCLI tool.

CLI stands for Command Line
Interface

@ e e 8RR X @
Folders lSearch I | Upload File... |
= g ! Upload Folder...

- 150

L inTumit

2

ISO

Using Upload File... option from
Datastore Browser window, upload
and replace the modified .vmx file
with the existing one in the VM folder.

Add the PCI Device

To enable vDGA for a virtual machine, the PCl device needs to be added to the virtual machine’s hardware.
Using the vSphere Client, connect directly to the ESXi host with the GPU card installed, or select the host in

vCenter.




[+ XDW2K8 - ¥irtual Machine Properties

™ Show &l Devices

Hardware |0ptions| Resourcesl Profilesl vServicesI

add.. |

= [B 10.105.151.14 IP Addresses: 10.105.1
G replica-62ed17ef.5(
& viewdic Power R
G viewdic Guest N
& erwdfc Snapshot » i
G viewdic =) 1
G viewdic Open Console
(0 win7vmli55 ™ Eie Settings...
G XDu20 [‘i"ﬂ Migrate -
@ et |
Gh Xow? &a Clone... L

Right-click the virtual machine
and t Edit Settings.

Remove |

I Hardware

| Summary

Under Hardware tab, click
Add...

Device Type

What sort of device do you wish to add to your virtual machine?

T:f« Add Hardware

Device Type
Select PCI/PCle Device
v ko Complete

Choose the type of device you wish to add.

(@ serial Port

& Parallel Port

e Floppy Drive

=4 CD/DVD Drive

&) USE Controller

USE Device (unavailable)
PCI Device

i Ethernet Adapter

&3 Hard Disk

— Information

This device can be added to this Yirtual Machine.

Help I

< Back I Next = I

Cancel

Z

Add a new device by selecting
PCl Device from the drop-
down list, and click Next.

Select PCI Device, click Next




%) Add Hardware E3

Choose PCI Device
Which of the present PCIJPCle devices would you like to add?

Connection

Specify the physical PCIfPCle Device to connect to:

Mote: The presence of a PCIfPCle device passthrough will
prevent the use of many commands on the virtual machine.
It will not be able to be suspended, to have snapshots taken
or restored, or to participate in vMotion.

[»

;| Adding a PCI Passthrough device to this ¥ will automatically
== set its minimum memory reservation equal to its memory size.

Help | < Back I Mext = I Cancel I

Z
Choose PCI Device
Which of the present PCI/PCle devices would you like to add?

Connection

Select PCI/PCIe Device

Ready to Complete Specify the physical PCIPCle Device to connect to:

IO?:DO.U | MYIDIA Corporation GK107 [VGX K1]
07:00.0 | NVIDIA Corporation GK107 [VGX K1
08:00,0 | NVIDIA Corporation GK107 [YGX K1]
09:00.0 | NVIDIA Corporation GK107 [YG¥X K1]

/40a:00.0 | NVIDIA Corporation GK107 [VGX K1

Select one of the GPUs from
the GRID as the passthrough
device to connect to the virtual
machine from the drop-down
list, and click Next.

All the four GPUs in the GRID
are listed under PCle device
connection list

%) Add Hardware | X}
Ready to Complete

Review the selected options and click Finish to add the hardware.

Device Type Options:
Select PCI/PCle Device
Ready to Complete Hardware type:  PCI Device

PCIjPCle Device: 07:00.0 | NVIDIA Corporation GK107 [YGX K1]

Help | < Back I Finish I Cancel

Click Finish




%) XDW2K81

Hardware IOptions | Resources I Profiles ] vServices I

=] B3

Virtual Machine Yersion: vmx-09

irtual Machine Properties

Connection
I” Show All Devices Remove
Specify the physical PCIfPCle Device to connect to:

Hardware | Summary
Wl Memory 12288 MB IDT:EHJ.D | MYIDIA Corporation GK10 GX K1] j
Id cpPus 2
Q Video card Video card o . I

- ] ote: the presence of a e device passthroug|
S YMCT device Restricted will prevent many commands on the virtual machine. It
e SCSI controller 0 LSI Logic SAS will not be able to be suspended, to have snapshots
= Harddisk 1 Virtual Disk taken or restored, or to participate in ¥Motion,
£ Co/ovD drive 1 Client Device
E® Network adapter 1 VM MNetwork
@ New PCI Device {adding) NYIDIA Corporation...

Help OK Cancel

Click OK

Install the NVIDIA Driver

Two ways to install NVIDIA driver on the guest OS (Desktop VDA and/or XenApp server):
0 Microsoft Windows Update: Run windows update and NVIDIA driver will be available for download

under Optional updates.

4 Select updates to install H=
‘g\ ) ‘ 1~ Control Panel ~ System and Security ~ Windows Update ~ Select updates to instal v &) [ search Control Panel ¥

Select the updates you want to install

~ | Name « Size I nVidia - Graphics Adapter WDDM1.1, Graphics
Windows Server 2008 R2 (4) ]| Adapter WDDM1.2, Other hardware - NVIDIA
Important (2) Quadro 4000

s Ada VO 00

Optional (4) = - Recommended tpdate
W' Update for Best Practices Analyzer for Application Server for Windows Server 2008 R2 x64 Edition (KB2386667) 105 KB
o nidia Graphics Adapter WDDM!1. 1, Graphics Adapter
W' Update for Windows Server 2008 R2 64 Edition (KB2529073) 381KB e ot et L2t P S
W' Update for Windows Server 2008 R2 +£4 Edition (KB982018) 41M8 February, 2013

Published: 3/16/2013

(@B You may need to restart your computer after
instaling this update.

@ Update is ready for downloading

More information
Support information

Microsoft Windows Update

O NVIDIA website: Download and install the latest NVIDIA Windows driver on the virtual machine. All

NVID IA drivers can be downloaded from the NVIDIA Download Drivers page.

NVIDIA Home

NVIDIA Driver Downloads

BUY NOV.

Option 1: Manually find drivers for my NVIDIA products.

product Type: [GeForee =]
Product Series: [GeForce 700 Series =]
Product: | GeForce GTX TITAN -
Operating System: [Windows 7 64-bit =]
Language: [English (US) =]

Option 2: Automatically find drivers for my NVIDIA products.

GRAPHICS DRIVERS MOTHERBOARDS DRIVERS

NVIDIA website

Select Option 2
Click Graphics Drivers button




NVIDIA Driver Downloads

Product Current Recommended
Installed Driver Update
GRID K1 -- Quadro/NVS/Tesla/GRID Desktop Driver Release R319

Version: 320.49 WHQL
Release Date: 3.7.2013

Learn More

DOWNLOAD

Pre-requisite to scan : Latest Java
update

The nvidia.com website scans
automatically and shows the
appropriate latest driver to download

Direct download for GRID K1 URL:
http://www.nvidia.com/object/quadr«
tesla-grid-win8-win7-winvista-64bit-
320.49-whql-driver.html [189 MB]

E] B Display adapters
B, Standard YGA Graphics Adapter
- B VMware SYGA 3D

Before: Display adapter has warning
before NVIDIA guest OS driver is
installed

= l;;Displéy adapter§
B NVIDIA GRID K1
B YMware SYGA 3D

After: Display adapter with NO warning
after NVIDIA guest OS driver is installed

|#% TechPowerUp GPU-Z 0.7.2 ) =] [
Graphics Card | Sensors | Validation |

Name | NVIDIA GRID K1

GPU | GKIO7 Revision| A2 @
Technology 28 nm Die Size | 118 mme Nnvioia

Release Date | Mar 18,2013 Transistors | 1300M
BIOS Version I 80.07.4E.00.06 (P2401-0500) -

Device ID | 10DE - 0FF2  Subvendor I NYIDIA (10DE)
ROPs/TMUs 16716  BusInterface l PCIE 20x32@x3220 7

Shaders 192 Unified Directx Support 11.0 / SM5.0

Pixel Fillrate | 13.6 GPixel’s Testure Fillrate 13.6 GTexel’s
Memory Type DDR3 Bus Width 128 Bit
Memory Size 4096 MB Bandwidth 285GB/s

Driver Version I nvlddmkm 9.18.13.2049 (Force\ are 320.49) / 2008 R2

GPUClock | 850MHz  Memory| 891 MHz  Chader | H/4
Default Clock | 850MHz  Memory| 831 MHz  Shader | 1/2
NVIDIA SLI | Disabled

Computing | OpenCL [~ CUDA [~ PhysX ¥ DirectCompute 5.0

Close

[NVIDI& GRID K1 =l

GPU-Z shows NVIDIA GRID K1 running o
the VM

After the driver is installed, reboot the virtual machine.

XenServer GPU-Passthrough

Please see the Part 1 of this guide for step-by-step instructions on enabling GPU pass-through on Citrix

XenServer.



Installation of XenDesktop 7 and Delivering 3D Apps from Windows Server

oS
0 Install Virtual Desktop Agent (VDA) on the guest OS. For publishing hosted applications and shared
desktops, install VDA on Windows Server 2008 R2 or Server 2012.
O Please see the Reviewer’s Guide for step-by-step instructions on installing the virtual desktop agent
and other Citrix XenDesktop components such as the Studio.

End-user Experience from Citrix Receiver

This section shows the users launching 3D applications published with XenDesktop 7 Apps (formerly, XenApp)
using Citrix Receiver on the end-point devices. In this example, we launch multiple sessions of Unigine Heaven
3D and Google Earth, freely available demo apps, from XenDesktop server hosted on both VMware vSphere
and Citrix XenServer (with GPU enabled, as seen previously).

3D Application Unigine Heaven, Google Earth, eDrawings
Monitoring Tools used 0 Process Explorer with GPU monitoring enabled
o GPU-Z
0 Furmark
0 GPU Shark
No. of XenApp sessions (users) tested 2and 4
GPU Card GRID K1

Launch desktops and applications on Windows client
Citrix Receiver is the unified access client to access applications and desktops from StoreFront. With a user

account, you will access those applications and desktops.

Screen capture Instructions
On a client machine,
Windows 7 in this case, open
a browser and go to the
default Storefront URL

= Citrix Receiver - Windows Internet Explorer

&I ) © [BY heepvexcal-dde/CitriEvalTP2- Wb/

L] 4] x Citrix Receiver

Citrix Receiver

http://<yourservername>/Ci
trix/StoreWeb




Screen capture nstructions

If Citrix Receiver is not
already installed on the
client, you are prompted to
install it. Accept the EULA,
Click Install and follow the
B Lagree with the Citrixlicenselagreement installation process.

Install Citrix Receiver to access your applications

Return to the login page
once it is installed.

Security details | Logon

CitrixRecelver Login as a domain user. Click
the + sign at the left edge of

the screen, and click All Apps
to see list of available apps.

All Apps
Adobe Photoshop CS6

Adobe Reader X
Microsoft Excel 2010

Notepad

Click a few apps and add
them to your self-service
portal.

Adobe Photoshop Notepad
cs6




Launch multiple sessions to see GPU sharing in action

Summary | CPU | Memory | jO GPU I
GRU Usage GPU 1 -GRID
- GPU: unknown
119
ID: 10DE- FF2
L - Subvendor: NVIDIA (10DE- 99D)
667%
GPU Dedicated Memory
0S:
- Bios ve
- GPU memory s .
a4 Bus width: 128-bit
¥ TechPowerUp GPU. - GPU memory location: GPU dedicated
7747 ME X GPU memory type: DDF
5
Sy e Graphics Card  Sensoxs | Valdstion | GPU temp: 44.0°C (min:39.0°C - max:44.0°C)
GPU Coxe Clock v 8432MH:
GPU Memory Clock v 455MHz
GPU Temperature v 40°C
203MB o B — .
F. % %
Dedicated GPU Memory (K) System GPU Memory (K) A1 SEeed (3] X R —
Current 793,296 || Cumrent 21,416 Fan Speed RPM) = 0RPM
Limit 4,141,888 Lirit: 3,862,072 e =
Load % 5% it bt b i
View individual GPU engine usage and select engines used for GPU usage calculations: __ Engines L ’
Memory Controller Load 7% GPU power:
= e ] Current power
Video Engine Load v 0% A ) {
Memory Usage (Dedicatedy 772MB
Memary Usage [Dynamic) ~ 18 M8 - GPU and memory usage:
PowetConsungtion_~ | 19.3% TDP ) S THe
R 3 ry
VODC = 10250V controller: 13.0%
—— N
[NVIDL
- no limitation
Current active 3D applications:
I~ Logto file — heaven.exe [PID: 2084)
V' Contirwe refreshing this screen while GPU-Z is in the background heaven.exe (PID: 4904)

[NviDIA GRID K1 2| Close |

5 System Information
Summary | CPU | Memory | o GPU |
GPU Usage % GPU 1-GRID K1
- GPU: unknown
Bus ID: 19
Device ID: 10DE- FF2
- I 7 - Subvend VIDIA (10DE- 99D)
2563% Driver version:
GPU Dedicated Memory - NV driver branch:
i rver 2008 R2 64-bit
on: 80.07.4¢.00.06
- GPU memory size: 4AMB
Bus width: 128-bit
P = ~ - GPU memory location: GPU dedicated
20GB | GPU memory type: DDR3
GPU System Memory max:47
56.3MB
Dedicated GPU Memory (K) System GPU Memory (K)
Current 2,118,368 Current 57,688
Limit 4,141,888 Liit 3,862,072
;| Engines
WView individual GPU engine usage and select engines used for GPU usage calcul‘?huns, GPU power:
S s - Current power: 23

! Hasos (Dspimic) = S - GPU and memory usage:
= . S GPU: 82.0%. max: 99.0%
v 10120V sPU memory controller: 33.0%

g 5 [NVIDIA):

- no limitation

Current acti ) applications:
I~ Logtofle — heaven.exe [PID: 5500

[V Contirne refreshing this screen while GPU-Z is in the background

NVIDIA GRID K1 = Cose | heaven.exe (PID: 3928




Summary

In this first part of the HDX 3D Pro Reviewer’s Guide, we learnt how to identify the different hardware
components of HDX 3D Pro solution and complete the physical installation. We also saw how to enable GPU
pass-through on XenServer. In this document, we configured GPU pass-through on VMware’s vSphere
hypervisor, and tested the GPU being ready for use inside the virtual machine (VM). Using a Windows Server
VM, this GPU can be shared by multiple users through XenDesktop 7 Apps. Please refer to the XenDesktop 7
Reviewer’s Guide to learn how these VMs act as the base image for HDX 3D delivery using Citrix XenDesktop. It

explains the steps for setting up the XenDesktop infrastructure and accessing applications from thin-clients and

standard PCs using Citrix Receiver.

In the next two parts, we learn the steps to enable shared GPU access for desktops using the hardware
virtualization technology in XenServer (vGPU) and software implementation in vSphere (vVSGA).



Appendix

Third-party 3D applications and GPU benchmark tools and blogs

[Note: These are utilities found on the Internet and not provided by Citrix. Citrix does not guarantee or support
use of these tools.]

‘ Third-party tools URLs
3DMark http://www.3dmark.com/
Download: location1 or location2
Geeks3D http://www.geeks3d.com/

http://www.geeks3d.com/20130719/furmark-1-11-0-gpu-
vga-videocard-burn-in-stress-test-opengl-benchmark-
utility-nvidia-geforce-amd-radeon/
http://www.geeks3d.com/20110408/download-tessmark-
0-3-0-released/
http://www.geeks3d.com/20130308/fluidmark-1-5-1-
physx-benchmark-fluid-sph-simulation-opengl-download/
http://www.geeks3d.com/20120511/geexlab-0-4-0-
ultim8-edition-available-gtx-600-opengl-bindless-textures-
support-added/
http://www.geeks3d.com/20110719/quick-test-process-
explorer-15-0-with-gpu-support/

Aquamark http://downloads.guru3d.com/download.php?det=673
3dmark http://www.futuremark.com/benchmarks/

Lightsmark http://dee.cz/lightsmark/

Furmark http://www.ozone3d.net/benchmarks/fur/

GPU Shark: http://www.ozone3d.net/gpushark/
GPU —Z: http://www.techpowerup.com/gpuz

Unigine http://unigine.com/products/heaven/download/

Google Earth http://www.google.com/earth

eDrawings http://www.edrawingsviewer.com/ed/edrawings-
samples.htm

Adobe Photoshop (trial) http://www.adobe.com/photoshop

Autodesk Inventor http://www.autodesk.com/inventor




Command to check if GPU is installed properly

To check if the Graphics Adapter has been installed correctly, run the following command on the ESXi host. In
case of GRID K1, it shows the 4 GPU cards available on the single board:
~ # esxcli hardware pci list -c 0x0300 -m OxFff
000:007:00.0

Address: 000:007:00.0

Segment: 0x0000

Bus: 0x07

Slot: 0x00

Function: 0x00

VMkernel Name:

Vendor Name: NVIDIA Corporation

Device Name: GK107 [VGX K1]

Configured Owner: Unknown

Current Owner: VMkernel

Vendor 1D: 0x10de

Device ID: OxO0ff2

SubVendor 1D: 0x10de

SubDevice 1D: 0x099d

Device Class: 0x0300

Device Class Name: VGA compatible controller

Programming Interface: 0x00

Revision ID: Oxal

Interrupt Line: OxOf

IRQ: 15

Interrupt Vector: OxcO

PCl Pin: 0OxcO

Spawned Bus: 0x00

Flags: 0x0201

Module ID: -1

Modulle Name: None

Chassis: 0O

Physical Slot: 8

Slot Description:

Passthru Capable: true

Parent Device: PCI 0:6:8:0

Dependent Device: PCI 0:6:8:0

Reset Method: Bridge reset

FPT Sharable: true

000:008:00.0
Address: 000:008:00.0
Segment: 0x0000
Bus: 0x08
Slot: 0x00
Function: 0x00
VMkernel Name:
Vendor Name: NVIDIA Corporation
Device Name: GK107 [VGX K1]
Configured Owner: Unknown
Current Owner: VMkernel



Vendor 1D: 0x10de

Device ID: OxOff2

SubVendor 1D: 0x10de
SubDevice 1D: 0x099d

Device Class: 0x0300

Device Class Name: VGA compatible controller
Programming Interface: 0x00
Revision ID: Oxal

Interrupt Line: OxOe

IRQ: 14

Interrupt Vector: Oxc8

PCl Pin: 0Oxc8

Spawned Bus: 0x00

Flags: 0x0201

Module ID: -1

Modulle Name: None

Chassis: 0

Physical Slot: 9

Slot Description:

Passthru Capable: true
Parent Device: PCI 0:6:9:0
Dependent Device: PCI 0:6:9:0
Reset Method: Bridge reset
FPT Sharable: true

000:009:00.0
Address: 000:009:00.0
Segment: 0x0000
Bus: 0x09
Slot: 0x00
Function: 0x00
VMkernel Name:
Vendor Name: NVIDIA Corporation
Device Name: GK107 [VGX K1]
Configured Owner: Unknown
Current Owner: VMkernel
Vendor 1D: 0x10de
Device ID: OxO0ff2
SubVendor I1D: 0x10de
SubDevice I1D: 0x099d
Device Class: 0x0300
Device Class Name: VGA compatible controller
Programming Interface: 0x00
Revision ID: Oxal
Interrupt Line: OxOf
IRQ: 15
Interrupt Vector: OxcO
PCI Pin: 0x63
Spawned Bus: 0x00
Flags: 0x0201
Module ID: -1
Module Name: None



Chassis: 0

Physical Slot: 16

Slot Description:

Passthru Capable: true

Parent Device: PCl 0:6:16:0
Dependent Device: PCI 0:6:16:0
Reset Method: Bridge reset

FPT Sharable: true

000:00a:00.0
Address: 000:00a:00.0
Segment: 0x0000
Bus: OxOa
Slot: 0x00
Function: 0x00
VMkernel Name:
Vendor Name: NVIDIA Corporation
Device Name: GK107 [VGX K1]
Configured Owner: Unknown
Current Owner: VMkernel
Vendor 1D: 0x10de
Device ID: OxO0ff2
SubVendor 1D: 0x10de
SubDevice 1D: 0x099d
Device Class: 0x0300
Device Class Name: VGA compatible controller
Programming Interface: 0x00
Revision ID: Oxal
Interrupt Line: 0OxOe
IRQ: 14
Interrupt Vector: Oxc8
PCI Pin: 0Ox00
Spawned Bus: 0x00
Flags: 0x0201
Module ID: -1
Modulle Name: None
Chassis: 0O
Physical Slot: 17
Slot Description:
Passthru Capable: true
Parent Device: PCI 0:6:17:0
Dependent Device: PCI 0:6:17:0
Reset Method: Bridge reset
FPT Sharable: true

~ #
If the NVIDIA GPU is not listed in the above output, then GPU card is either not installed correctly and/or is
malfunctioning. Also, ensure the Xorg service is up and running.
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